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ANN BASICS

The term "Artificial Neural Network" is derived from
Biological neural networks that develop the structure
of a human brain.

Similar to the human brain that has neurons
interconnected to one another, artificial neural
networks also have neurons that are interconnected
to one another in various layers of the networks.

These neurons are known as nodes.
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ANN – LEARNING PROCESS

The procedure used to perform the learning
process is called learning algorithm.

Types of learning procedures used in ANN are:-

1. Supervised Learning

2. Unsupervised Learning

3. Reinforcement Learning



SUPERVISED LEARNING

A popular paradigm of learning of training is called
training with a teacher or supervised learning.

Here, the network training is done by the input
data and is matched with the output patterns.

The training pairs are provided by the external
supervisor or by the system itself which is having the
neural network. It is called as Self-Supervised
systems.



UNSUPERVISED LEARNING

In Unsupervised learning (Self-Organization), the
output layer is trained to respond according to the
patterns within the input.

In this paradigm, the system is supposed to
discover statically salient features of the input
population.



REINFORCEMENT LEARNING

It is an intermediate form of supervised and
unsupervised learning.

Here, the learning machine does some action on
the environment and gets a feedback response from
the environment.

Based on the environmental response, the learning
systems grades its action good or bad.



TYPES OF NETWORKS

The neurons are organized into layers.

With every neuron in each layer connected to
every other neuron in the next layer.

It is broadly classified into

1. Fully connected feed-forward network

2. Partially connected recurrent network

3. Fully connected recurrent network



FULLY-CONNECTED FEED-FORWARD NETWORK



• The data flow from the input to the output 
units is strictly feed forward.

• The data processing can extend over multiple 
layers of units but there are no feedback 
connections extending from the outputs of 
units to the inputs of units in the same layer 
or previous layers.

• A multi-layer feed-forward network consists of 
an input layer, one or more hidden layers and 
an output layer.

• The neurons in the input layer connect the 
elements of the input vector or input pattern 
to the next layer of the network.



• The hidden layers do the processing or 
computation.

• The activation function of the hidden layers 
will be non-linear.

• The output of neurons in each layer is given as 
the input to the next layer.

• The set of outputs from the output layer 
forms the overall response of the network to 
the given input pattern.



PARTIALLY RECURRENT NEURAL NETWORK



FULLY RECURRENT NEURAL NETWORK



• It is a dynamic network which contains 
feedback connections.

• Feedback is said to exist in a dynamic system 
whenever the output of an element in the 
system influences in part the input applied to 
that particular element, thereby giving one or 
more closed paths to the signal transmission.

• Multilayer Perceptron trained with the back 
propagation algorithm can be used for pattern 
recognition problems.

• The Hopfield network is a recurrent neural 
network that has feedback loops from its 
output to its inputs. 



ASSOCIATE NEURAL NETWORK



• There is no hierarchical arrangement in 
associative networks.

• The connection in this network can be 
bidirectional.

• In terms of development time and resources, 
ANN-based solutions are extremely efficient.

• In many different problems, ANN provide 
performance that is difficult to match with 
other technologies.

• At present, ANN is an established technology 
of choice for many applications such as 
pattern recognition, prediction, system 
identification and control.


















