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ANN BASICS

The term "Artificial Neural Network" is derived from
Biological neural networks that develop the structure
of a human brain.

Similar to the human brain that has neurons
interconnected to one another, artificial neural
networks also have neurons that are interconnected
to one another in various layers of the networks.

These neurons are known as nodes.
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ANN BASICS
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ANN — LEARNING PROCESS

=>The procedure used to perform the learning
process is called learning algorithm.

Types of learning procedures used in ANN are:-
1. Supervised Learning

2. Unsupervised Learning

3. Reinforcement Learning



SUPERVISED LEARNING

=>» A popular paradigm of learning of training is called
training with a teacher or supervised learning.

=>Here, the network training is done by the input
data and is matched with the output patterns.

=>»The training pairs are provided by the external
supervisor or by the system itself which is having the
neural network. It is called as Self-Supervised
systems.



UNSUPERVISED LEARNING

=>In Unsupervised learning (Self-Organization), the
output layer is trained to respond according to the
patterns within the input.

=>In this paradigm, the system is supposed to
discover statically salient features of the input
population.



REINFORCEMENT LEARNING

=2t is an intermediate form of supervised and
unsupervised learning.

=»Here, the learning machine does some action on
the environment and gets a feedback response from
the environment.

=>»Based on the environmental response, the learning
systems grades its action good or bad.



TYPES OF NETWORKS

=>»The neurons are organized into layers.

= With every neuron in each layer connected to
every other neuron in the next layer.

=> |t is broadly classified into
1. Fully connected feed-forward network

2. Partially connected recurrent network

3. Fully connected recurrent network



FULLY-CONNECTED FEED-FORWARD NETWORK
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The data flow from the input to the output
units is strictly feed forward.

The data processing can extend over multiple
layers of units but there are no feedback
connections extending from the outputs of
units to the inputs of units in the same layer
or previous layers.

A multi-layer feed-forward network consists of
an input layer, one or more hidden layers and
an output layer.

The neurons in the input layer connect the
elements of the input vector or input pattern
to the next layer of the network.



The hidden layers do the processing or
computation.

The activation function of the hidden layers
will be non-linear.

The output of neurons in each layer is given as
the input to the next layer.

The set of outputs from the output layer
forms the overall response of the network to
the given input pattern.



PARTIALLY RECURRENT NEURAL NETWORK
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FULLY RECURRENT NEURAL NETWORK
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It is a dynamic network which contains
feedback connections.

Feedback is said to exist in a dynamic system
whenever the output of an element in the
system influences in part the input applied to
that particular element, thereby giving one or
more closed paths to the signal transmission.

Multilayer Perceptron trained with the back
propagation algorithm can be used for pattern
recognition problems.

The Hopfield network is a recurrent neural
network that has feedback loops from its
output to its inputs.



ASSOCIATE NEURAL NETWORK




There is no hierarchical arrangement in
associative networks.

The connection in this network can be
bidirectional.

In terms of development time and resources,
ANN-based solutions are extremely efficient.

In many different problems, ANN provide
performance that is difficult to match with
other technologies.

At present, ANN is an established technology
of choice for many applications such as
pattern recognition, prediction, system
identification and control.



124 Perceptron

The perceptron was one of the frt procesing elements that was capable of eating, 7
learning used was an teraive supervisedlerning paradigm. n  superise adfing g,
the initial random Welghts vector i chosen and the perceptron s g1en by  randomly g
data pair and desired output d;. The perceptron learning algorithm 1 an entorcoretig
that changes the weights proportional to the emror e = d; =0y betveen he ecual oty
and the desired output d;. Using a simple rule wp =ty 1 By = 411~y ey
weights are calculated, where vy and u are previous aud ew weigk%ts, respectively. The gy
data pair is drawn randomly rom the dafaset and the whole schegle s repeated. 1 1s called e
learning rate. Gradually,the erro rate i reduced to 20 iteratively. The computing sehep
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12.4.1 Multilayer Perceptron

Figure 12.7 represents a general stru :
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where f,(x,ww, v) is a set of given functions (usually sigmoid functions) such as the o e
function or tangent hyperbolic, o0 is the output from a model, and N is the oumnber of hiokddon
layer neurons. The output layer’s weight vector w and the hidden layer’s weight vector © el
free parameters are subjects of learning. Input vector z, bias weights vector &, hidden e
weights matrix v and output weights vector w are as follows:
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6. The learning epoch is completed when p — P TRl

Otherwise, go to step 3 and start new learning epoch £ 1s terminated when £, = Eg4...

with Ppr== 1

The practical aspects of back-propagation learning to be considered are th umbe f
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Derivation
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where /& is the number of output layer neurons and P is the number of training data pairs.

A feed-forward network that has at least one hidden layer, each layer comprising neurons
that receive input from the preceding layer and sending outputs to the meurons in the
succeeding layer, is analysed. There is no feedback connection within this layer. Fligure 12.7
shows simple multilayer architecture. .

The derivation of the learning rule for the weight change Avgy of any hidden layer neuron
is the first-order gradient procedure '
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The Jth node in Figure 12.7 is the a.ug-mc?nted“ bias ter:
this ‘neuron’. If there is no bias term, then 7 = 2 0 s
unit receiving signal from the preceding layer.
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Now, the weights adjustment from Bq. (12.22) 18
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Finally, weight adjustment from Eq. (12.24) is

”

Ay = nSi(uyd)e E Soxngsd = Ly e syl ._‘&‘ d =
k-‘ b <) .
ANN model development s nchieved by
welht betwoen the nodes in the noural
and many o Liones,
firmn tralning.

A training procoss.
network. Weight s
the systom works by the concept of b




12.5 IRIBEF Networks

Rmhnl functions are functions with sprecinl conditions Their characteristic feature is thnt
their rosponse decroasos or Increases monotonically with distance fromm a central point. T he
Gavessian function is a typical radial function in the case of o wealar lnput, given by

hix) = exp | — '(L.;l‘)")‘ ) (12.34)

where « = its contre and & i its radius. A typical radinl LHiasis function (RIBF) noetwork is given
i Flgure 1210 alons with its basis function (Figure 12.11).
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Figure 12.10 Radial basis function.
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Figure 12.11 Gaussian function in RBF.

Radial basis networks can be designed in a fraction of the time it takes to train standacd
feed-forward networks. RBF networks work the best when many training vectors are available.
This network is like neural net and fuzzy neural net. RBF is a universal approximated network.
It can be used in many applications. Each node of RBF consists of an RBF as

v = S Wid(lr — x:l) (12.35)
where ®(x) = e—*2/207 A4 RBF network (Figure 12.12) consists n components of the npa

vector > which feeds forward to mn bLasis functions whose outputs are linearly combinesd wisl
weights {W2, } into the network output f(a). To train an RBF network, linear algoritbhs
can be used. The training process is very similar to the neural network



Figure 12.12 Traditional RBF network.

For mn application, the design number of RBF nodes Heected lbdt tﬁf?&ﬁ:ﬁl’c‘;aﬁl&%&; it;h:
number of inputs. This will be a determination of the centres, m:»d O iy oy St e
part of the training process. The weight vectors can be calculate ;; t,)r g
operation. So, training is much more efficient than other type of nonral MeLs. 88 e : h‘_’a
are local. which means that only few of them contribute significantly to a certain ou put; this
can produce closed classification regions.

MLPs versus RBFs

Major difference between these two networks is shown in Figure 1223, In clwsiﬁcatiqn
problems, MLPs separate classes vin hyperplanes but RBFS separate classes via
hyperspheres. In learning problems, MLPs use distributed learning and RBFs use localised
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Figure 12.13 MLP versus RBF network.
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igure 12.14 Classification of ANN based on learning

There are 9 steps for ANN design listed as follows:
Collect data. .

1.

2. Separate into training and test sets.

3. Define a network structure,

4. Select a training algorithm.

5. Set parameters and value. Initialise weights.

6. Transform data to network inputs.

7. Start training and determine and revise weights.
3. Stop and test.

). Implementation; use the network with new cases.

vantages of neural nets
. Simple to formulate.
. Handle mappings of high-dimensional problem space easily.

Standardised network model architectures available.
Adaptability and learning ability.

Generalisation ability.

Learning during operation is possible.



Limitations of neural nets
1. Lack of explanation capabilty

9. Do not produce an explic model

hat people do not patforn well

3. Do not petform well on fasks

(osting of data

|, Require extensive (radning e
lation betwee notw

5. No analytical knowledge abou tho ne
problen to be solved is used

otk representation and fhe

0. Loss of trasparency: 10 nerpretaion of the tained ‘cural et is possible n generl

7. Bxperimental and exploration dosign process

3. Unless parallel computation o used, algorith
computationally complex o Jarge applications:

ms such 08 back-propagation can be



